Case Study

Adjusting Schema to
Application Needs

or
Beyond SQL Tuning T part 2
e s, e



Application was constantly running a very heavy
SQL hour after hour day after day. Each
execution took 35 minutes on average. Since
each execution took so long, only 20-70
executions were able to run each day.

By adjusting schema to application needs and
then rewriting this SQL, execution went down to
1 sec, and SQL was able to executed 25k times
a day.

Heavy overload on the instance as well as on
machine and disks was stopped. SQL
performance was improved dramatically,
allowing huge increase in application capacity
and productivity.
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precise

Statistics

Current What-If

Original SQL, with average
execution time 35 minutes !!!

| Time: | 03-Apr-1100:00 - 30-Apr-1123:59 |@3(n 19 20 74 4w | instance: [inst1 Running on machinet | | | (2 Feriso

| | TreeView
Statement: 42942.30505.53068.31251 Over Time Bind Variabies
=1 g2 Inst1{machine1)[103d,04h] = i
= @ Statements [Top-20 sorted by In Oracle] @ Dictionary )
@ 42942.30505.53068,31251 [84,06h] Tune In Oraqe {Summed). 8d,06h Buffer Gets (Avg): X 732‘;718,95
1 5ad 29032.01330.49586.32336 [4d,19h] Tune Executions: 329 Raws Processed (Avg): 95.51
& @ GT-22408.00051 55190 {40, 025) T In Oracle (Avg): 00:35:02.921 Parallel Servers (Min): 0
-5 09787.49171,18947.39102 [3d,20n] Tune Boraton (Avg).: DOZW Paraliel Servers (Max): 0
() 5l 63430.01827.11048.06687 [3d,10] Tune
61500 34986.05292.16432.64742 [26,14h] Tune End Of Fetch Count: 327 Bind Variables Captured: 166
50 03762.25304.18143.39923 [24,07n] Tune Version Count (Max): 2
[+ @ 30480.21094.09505.23069 [2d,05h] Tune
# @ 01975.35821.55848.16091 [2d,04h] Tune 2] In Oracle (Summed)
f‘]SﬁL 16257.00325.00531.15718 [1d,14h] Tune
[+ saU : 65304.09433.64144.28000 [1d,14h] Tune Sub-State Time 5% &
[#18QU S5945.35887.38613.30552 [1d,12h] Tune
@ 50l 60150.35035.41386.63714 [1d,11h] Tune VO Wait 7d.19h 94.54% A
)60l 57723.58896.56668.55923 [1d,10h] Tune Using CPU L 10:39:27.2 5.38%
# @ 59126.41953.22844 28663 [1d,10h] Tune Memory Wait 00:08:02.9 0.06%
(3] @ 54054.51950.53180.19989 [1d,08h] Tune Resource Manager Wait 00:00:47.0 0.00%
[ 50l 24542.12899.24067.37489 [1d,04h] Tune Other Lock Wait 00:00-04.0 0.00%
50l 61127.63174.07224.43883 [1d,03h] Tune Buffer Wat 00:00:04.0 e
& @ 00748.45840.34280.46821 [1d,02h] Tune €60 Wak 000026 S0
[+ g 15940.01200.59252.11602 [1d,00h) Tune
454 Programs
[+ &9 Objects
[#]2F Execution Pians =
S Users r x
#-[E Machines
- Modules B Text
i Actions SELECT ... .
& &) Oracle Files FROM T4 s. =]
B & Host Users (SELECT max(max(seq)) over (partition by id order by id ) maxseq,
B33 PUSOLS id
FROM T1 s2
VWHERE seq is not null
GROUP BY ID) maxresults
WHERE s.id = maxresults.id AND
s.seq = maxresults.maxseq AND
s.col_a=0AND 101
P e SQL original text
s.col_c <:2 AND
s.col_d =:3 AND
rownum < 100
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Precise
G ¢y Oracle Dashboard Current Activy Objects saL Whiat-if Statistics SmarTune precies
[ Time: | 03-Apr-11 00:00 - 30-Apr-11 23:58 ([ | 8h 14 2d 7d 4w | l instance: |inst! Running on machine! | =| | [S7) Filter is Off... 1
Inst1 Running on machine1 [ TobleView | Tree View |
B Statement: 42942.30505.53068.31251 Overview Bind Variabies
=1 88 Insti{machine1)[103d,0¢h] o : ‘
(=50y Statements (Top-20 sorted by In Oracle] @ In Oracle (Summed Q
) 500 42942 30505 53068, 31251 [84,06h] Tung F : S
60l 29032.01330.49586,32336 [40,19h] Tune Ry . This heavy SQL is B
(4.5l 07945.22406.04657 55760 [4d,02h] Tune 19:26:40.0 mostly waitin g on (@) Oracle Server Wit
[ 50 09787.49171.18947.39102 [2d,20h) Tune 16:40.00.0 B Commit & Checkpoin...
&1 5ol 62430.01827.11048,06887 [3d,10h] Tune 13:53:20.0 B RAC/OPS/Othar Walk
1 50ll 34986,05292,16432 64742 [2d,14h] Tune OS Wait Time
+ 508 03 3 l 11.06:40.0 Lock Wait
() 5al 03762.25304.18142.39923 [24,07h) Tune 80900
# 500 30480.21094.09505.23069 [2d,05h] Tune PRSP T
(#1500 01975,35821,55848,16091 [24,04h] Tune
(160l 16267.00325.00531.15718 [1d,14h) Tune oot
) 5all 85304.09433.64144.28000 [1d.14h) Tune 00:00:00.0 . :
['ﬂ@ 55945,35887.36613.30552 [14,12h] Tun For 03 Fopr 05 Aor 07 For 09 for 11 For 13 Apr 16 Ppr 17 for 19 For 21 or 2l for 25 o 27 For 29
(#5600 £0150,35035.41386,63714 [1d,11h] Tune : . ,
() 5l 57723 58696 56668.55923 [1d,10h] Tune @ In Oracie (Avp Sometimes average o
() 6l 59128.41953.22844.28663 [1d,10h] Tune . . Ry
1500 54054,51950,53180.19969 [14,08h] Tune 01:06:40.0, execution even climes B Ok e
(4800 24542.12899.24087.37489 [1d,04h) Tune | h
500 61127 63174.07224 43883 [14,03h] Tun 00:50:00.0 up to almost an hour
()60l 00748.45840,34280.46821 [14,02h] Tune
* @ 15940.01200,59252.11602 [14,00n] Tune 0033:20.0
[ {-3} Programs
@ € Objects —
[#-2 Execution Pians ; Apr 10, 2011 00:00
& Users ® In Oracle (Avg): 00:57:30.656
[# [z Machines
& P Modules For 03 for 05 for 07 Fpr 09 For 11 Aor 13 Por 16 Por 17 For 19 Aor 11 ot 23 for 25 Foc 27 for 29
[#] g Actions
0] @ Oracle Files (@] Execution Counts ) ) ) -
B @ Hostusers Since execution is very long, only s e T
29 pUSQLs i . o
- o several dozens of executions
& manage to run each day
0
30
20
10
¢ Fpr 03 For 05 kor 07 Aor 09 Apr 11 Apr 13 bor 15 for 17 Por 19 For 21 for 23 fpr 25 for 27 for 29
¥l Overall Activity (Summed
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- for Oracle Dashboard

Current | Activity Objects SaL

{ Time: | 06-Apr-1121:00 - 07-Apr-1123:59 | @3 |(6n 19 20 7d 4w/ | Instance: |inst1 Runrina on machine1

Wh3a

Inst? Running on machine1

Statement: 42942.30505.53068.31251

= @ Insti(machine1) [5d,08h]
= @ Statements [Top-20 sorted by In Oracle] @i
Sl 42942.30505,53068,31251 [23:30:33.6) Tun

In Oracle (Summed)

When examining SQL behavior over one day
period, we can see that this SQL is running all
day long (with a small break at night).
Moreover, in each hour it is waiting 60 minutes
for 10.

/N

Apr 07, 2011 15:00
1/O Wait: 00:57:59.5

&) 5@l 09787.49171.18947.39102 [05:31:41.6] Tun 01:05:40.0
& 5a 29032.01330.49586.32336 [04:47,52.4] Tun
& 5all 65304.09433,64144.28000 [03:03:41.0) Tun 00:50:00.0
& @l 60150,35035.41386.63714 [02:51:12.3] Tun
@) 50l 63420.01827.11048.06887 [02:47:14.4] Tun e
(60l 59128.41952.22844,28663 [02:41:01.1] Tun
) 50 54054,51950.53180.19989 [02:28:02.1) Tun
) 50l 03762.25304.18143,39923 [02:22:22.0) Tun Rt
@) 50l 16257.00325.00521.15718 [02:04:27.3} Tun.
) 5l 24542.12899.24067.37489 [02:02:04.5] Tun 00:00:00.0
21:00,Ppr 06 00:00,4pr 07 03:00,Apr 07

@ 5l 01975.35821.55848.16091 [01:43:10.4] Tun
@ 5all 30480.21094.09505.23069 [01:39:08.6] Tun
@ 5all 55945 35887.38613.30552 [01:14:46.4) Tun. || &)
@ 5all 00748.45840.34280.46821 [01:11:56.3] Tun

In Oracle (Avg

&1-5al 18269.12027.54770.33426 [01:07:51.) Tun 01:06:40.0
sl 29839.18526.03210.38362 [01:03:30.3] Tun
@50l £1127.63174.07224.43883 [00:56:02.2) Tun 00:50:00.0
@ 5all 48961.25708.04057.48291 [00:55:44.0] Tun
@5l 50931,44910.54505.24185 [00:50:18.2) Tun P
{54 Programs
(€9 Objects
(-3 Execution Plans 0019900
#& Users
#F Machines 00:00:00,0
) E Modules 21:00 2pr 06 00:00,20r 07 03:00,8pr 07
[# g Actions

[+ @ Oracle Files [&] Execution Counts

& Host Users
B33 PUSOLS

0
21:00 2pr 06

00:00,Apr 07

03:00,2pr 07

Overall Activity (Summed)

a1 =

s W Using CPU: 00:01:55.0
09:00,8pr 07 12 07

In Oracle (Summed): 00:59:54.5

—
06:00,2pr 07 21:00 Apr 07

.

06:00,4pr 07 09:00 £pr 07 12:00,2pr 07 16:00 pr 07 18:00 fpr 07 21:00 £pr 07

06:00,40r 07 09:00,20r 07 12:00 2pr 07 16:00 pr 07 18:00 2pr 07 21:00 20r 07
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precise

| Tree View

Bind Variables

y o)

E

Il Intenal Lock Wait
Communication Wait
Oracle Server Wait

B Commit & Checkpom.,

B RAC/OPS/Other Wait
OS Wait Time

Il Appiication Lock Wait
/0 Wait

W Using CFU

Ep

[l 'n Oracie (Avg)

Ep

Il Executions
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Precl . 5 =
o ";;,sg,,d. Oashboard Current Activity Objects saL Wha!-l' Statistics SmarTune precise
[ | | Re-Expilain |
\ Time: | 03.Apr-11 00:00 - 30-Apr-11 23:59 () ||8h 14 2d 7d 4w l Alternative SQL: |42942.30505.52068,31251 [v l —
42942.30505.53068.31251 (in Inst1 Running on machine1 ) Plan | Recommend | Run Aternatives | More. v |
Step Real Execution Plan loaded on Apr 13, 2011 18:30 $ Objects More,., ¥
= Execution Plans Al Text
[= ! Realplan; 587594009 [8d 06:01:30] 7 =
N7 (9] Select Statemant (Optimizer mode: CHOOSE) SELECT ... &=
=)'\ (8] Count (Stopkey) FROM T1 s,
=31 [7] Table Access (By index Rowid) T1 (SELECT max(max(seq)) over (partition by id order by id ) maxseq,
(=N (6] Nested Loops id
B 14] View FROM T1 52
=Y £ Window Butfer) VIHERE seq is not null
B2} 121 Sort (Group By Nosort) GROUP BY ID) maxresults
' P4 (1] Index (Full Scan) T1_INX1 WHERE s.id = maxresults.id AND
M 7 Estimated 105088-7374 s.se( = maxresults.maxseq AND
wri s.col_a=0AND
s.col_b=:1 AND
s.col_c <:2 AND
s.col_d =:3 AND
rownum < 100
89% of SQL activity is due to
T . heavy sequential IO on index
This inline view is the source vy Seq
T1 INX1
of the problem
&l Findings
= Impact . 3
SELECT ... | L°°“f° Typo | Object ‘%0’ ’ In Oracle n e
FROMI1i s — H Qq Heavy Sequential VO on Index T1 INX1 89% l‘
(SELECT max(max(seq)) over (partition by id order by id ) maxseq, The statement spent 89% of its resources walting for Sequential /0 on the specified index
id =
FROM T1 s2 v Learn more or proceed with the following:
VWHERE seq is not null o Click the Locate icon in order to find the relevant step in the execution plan
e Examine objects gtructure and VO gctivity
WHERE s.id = maxresults.id AND o, S SEMMCARIIRY Of 18- stant ovey. fon
s.seq = maxresults.maxseq AND | Heavy Sequential VO on Table T1 4%
s.col_a=0AND 5] Bind Variables Were Collected
s.col_b=:1 AND
s.col_c<:2 AND =
s.col_d=:3 AND )
rownum < 100
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Oracle first needs to build the inline view which
requests id, max(seq) for each id. To do that

DB ( )I)'I ll11|/L

ung & DBA(

ulnng

oracle is performing FULL SCAN on index

‘ Time: | 03-Apr-11 00:00 - 30-Apr-11 22:59 |(T0)

42942.30505.53068.31251 (in Inst1 Runni

[=. Execution Plans
[ ! Realplan: S87594009 (84 08:01:30]
N7 (9] Select Statemant (Optimizer mode: CHOOSE)
=\ (8] Count (Stopkey)
=34 [7] Table Access (By index Rowid) T1
(=N (6] Nested Loops
A\ [4) View
= NP 13) Window (Buffer)
-84 121 Sort (Group By Nosort)
DL (1] Index (Full Scan) T1_INX1

[# 7 Estimated 10508-87374

SELECT ...
FROM I4is,

(SELECT max(max(seq)) over (partition by id order by id ) maxseq
id
FROM T1 s2
WHERE seq is not null

WHERE s.id = maxresults.id AND
s.se( = maxresults.maxseq AND
s.col_a=0AHND
s.col_b=:1 AND
s.col_c<:2 AND
s.col_d =:3 AND
rownum <100

stopkey (rownum < 100).

T1 INX1 (ID,SEQ). Index T1_INX1 has 585k

preciss
Re-Explain
blocks (8k each). This operation is very heavy. Pan WereGoRAE W ARomaNee WENeAT
SQL performance cannot benefit here from Count ﬁ
Locate | Used Table '” ¢ I Rows Blocks g Anild
— i Wok Blocks
&5 Ql v T1 1466855811 2152182 2003281 Jan17,; -
Table T1 is very big. It has 146M
rows, occupying 2.1M blocks (8k
41 »
Indexes defined on T1
Locate Used Index ':,?M v T Unique Type Parttioned Blocks J
L o v 71w L No Notmal __Ho ; )
&5 & T1_INX4 No Normal  No 779916
W4 T1_INX2 No Normal Mo 802944
i W T1_INX5 No Normal Mg 998046
R & T1_INX3 No Norg 852224
Index T1_INX1 on (ID, SEQ) has
«| 585k blocks (8k each). »
2] Columns in table T1
Column ype ;,::L::: Key Number Appesrs In Indexable ustd
D M D Numbar(10,0) 5325824 1 Select Where Join Yes R 4
SEQ Number(10,0) 524096 2 Select Where Yes Ra
COL_B Number(10,0 2 Select Where Yes |
coL_C Number(10,0) 3 Select, Where Yes T
L‘] COL_E Varehar2(10) 1332224 Select No
& COL_D Number(2,0) 2 Select Where Yes
D COL_A Number(1,0) < Where Yas
@ COL_F Number(S,0) 1 Select No 2
& )




After a short time examining this SQL | knew that
tuning capabilities were very limited. | had to speak

with the application to fully understand the logic
behind it.

It appeared that every time application was doing
something on id, a new row was inserted into table
T1 with id and max(seq) + 1. | have also found that
application was mostly interested in max(seq) for
each 1 d, but didnot hol d

It was clear to me that the way schema was designed
st mply didnot match appl

This is when | knew that schema design must be
changed. There has to be a table holding max(seq)

for a given id, and this change would surly lead to
performance boost.

DB OPTimize

& DBA (




Therefore | have created a new table T1 MAXSEQ ( ID
number, SEQ number), with unique index on (ID,SEQ).

Now, something has to keep this table updated and fully
match values in table T1.

| found that there was a before insert trigger on T1,

responsible to set the correct value of SEQ to max(seq)
+ 1 for any given ID.

| have update this trigger to also insert a new row into
T1 MAXSEQ when anew ID is inserted to T1, and
update an existing row to SEQ+1 for an existing ID.

Schema change (new table and trigger update) was
minimal and transparent to the application. All they
needed to do was to rewrite the SQL so that it will now

join T1 with T1_MAXSEQ Iinstead of using inline view to
find max(seq) for every IDs.

New SQL should look like that:
DB ()PTlmvc

g & DBA (
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Original Text:

SELECT é
FROM T1 s,
_(dSELECT max(max(seq)) over (partition by id order by id ) maxseq,
|

FROM T1 s2

WHERE seq is not null

GROUP BY id) maxresults
WHERE s.id = maxresults.id AND

s.seq = maxresults.maxseq AND

s.col_a=0AND

s.col b=:1 AND

s.col c<:2 AND

s.col_ d=:3AND

rownum < 100

_ Using a join with the new table
Changed Text: T1_MAXSEQ instead of inline

view with analytic function

SELECT é

FROM T1 s,
T1 MAXSEQ maxresults

WHERE s.id = maxresults.id AND
s.seq = maxresults.seq AND
s.col_ a=0AND
s.col b=:1 AND
s.col_c<:2 AND
s.col_d=:3AND
rownum < 100

Now, Let 06s see how those changes nh
performance and behavior.
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Precise

Dashboard precise

What-If

Current Activity Objects saL Statistics SmarTune

- for Oracle

‘Tlme: 03-Apr-11 00:00 - 30-Apr-11 23:59 @‘\en 1d 2d 7d 4w/ lnsunce:iinsn Running on machinet

Average execution of the rewritten text
went down from 35 minutes to 1 sec.

Inst1 Running on machine1

= B2 Inst1(machine1) [103d,04h]

= @ Statements [Top-20 sorted by In Oracle]

& @ 42942,30505.53068.31251 [8d,06h] Tune In Oracle (Summed): 4d,02h Buffer Gets (Avg): . 94479.11
@ 50 29032.01330.48586.32336 [4d,19h] Tune Executions: 325082 Rows Processed (Avg). 98.98
N}g 70N 22408 0.0?7 S [4004!1]1&@ In Oracle (Avg): 00:00:01.061 Parallel Servers (Min): 0
£ 3 097BTADYZ3.10047 09102 {30-200) Rane Duration (Avg): 00:00:01.061 Paraliel Servers (Max). 0
@ 5all 63430.01827.11048.06687 [3d,10] Tune
)50l 34986.05292.16432.64742 [2d,14h] Tune End Of Fetch Count: 335032 20:00:01. 064 Bind Variables Captured: 37
[ 6l 03762.25304.18142.39923 [24,07h] Tune Version Count (Max): 7 Execution Plans Captured; 3
@5l 30480.21094,09505.23069 [2d,05h] Tune
(1 5al 01975.35821.55848,16091 [2d,04h] Tune ] In Oracie (Summed)
( 5all 16257.00325.00531.15718 [1d,14h] Tune
1 50l 65304.09433.64144.28000 [1d,14] Tune Sub-State Tiie o &
@) 50 55945.35887.38613,30552 [1d,12h] Tune »
@ 50l 60150.35035.41386.63714 [1d,11h] Tune VO Wat 2d,17h 68.42%
@) 5all 57723.58696.56668.55923 [1d,10h] Tune Using CPU L] 1d,09h 33.56%
)50l 59126.41953.22844 28663 [1d,10h] Tune Resource Manager Wait 00:00:25.0 0.00%
5l 54054.51950.53180.19989 [1d,08h] Tune Other Lock Watt 00:00:16.0 0.00%
€3] @ 24542.12899.24067.37489 [1d,04h] Tune Oracle Client Comm Wait 00:00:05.0 0.00%
@50l 61127.63174.07224.43883 [1d,02h] Tune Memory Wat e S
B 5l 00748.45840.34280.46821 [1d,02h] Tune oPt Wk s o
@50l 15940.01200.59252.11602 [1d,00h) Tune
{8} Programs
[+ € Objects
[ 2 Execution Plans
@& Users : :
#-[E Machines
@ Modules & Text
[* ! Actions e

# &) Oracie Files
& & Host Users

5

# 7% PUSQLs

FROM T1 s,

Statement: 07945.22406.04657.55780

\2] Dictionary

indeed, a huge performance

improvement.

e N
| TableView  Tree View

Bind Variabies

T1_MAXSEQ maxresults

s.se( = maxresults.seq AND
s.col_a=0AND
s.col_b=:1 AND
s.col_c<:2 AND
s.col_d =:3 AND
rownum <100

Rewritten text includes only the join

with the new table T1_MAXSEQ.
Inline view was removed.
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Precise y -
- for Oracle Dashboard Current Activity Objects saL What-If Statistics SmarTune precise
| Time: | 03-Apr-1100:00 - 30-Apr-1123:59 | @) (6n 10 20 79 aw| l Instance: |inst1 Runring on machinel |

Change was applied on
Apl’ll l?th [ TableView | Tree View

Inst1 Running on machine1

Statement: 07945.22406.04657.55780

e = Overview Bind Variabies

bpr9({mguxp05) [103d,04h]
tatements [Top-20 sorted by In Oracle] &1 In Oracle (Summed

5@ o
=

o

E

Internal Lock Wait
Communication Wait
Oracle Server Wait
Commit & Checkpoin
RAC/OFS/Other Wait
OS Wait Time
Appiication Lock Wait
110 Wait

Using CPU

Slnce SQL Is now able to run rather fast, it manage
to have 25k executions a day (compare to several
dozens before the change), therefore we can see
that productivity and capacity have increased
dramatically also. Much more work can be done
within same amount of time.

[e)

EE&]W@@[QU
!ﬂ

J@@@@@m@@@@@@@w@@
H B uB

-

&

[+ S
&) Sall 60150.35035.41386.63714 [1d,11h] Tune
@ 5al 57723 .58696.56668.55923 [1d,10h] Tune W = Dracle(Ava "~
&) 5all 59126.41953.22844 28663 [1d,10] Tune L e
A n Orac vg)
[@5all 54054.51950.53180.19989 [1d,08h] Tune 00:00:01.6 I InOracie (Avg
& sg, 24542.12899.24067.37489 [1d,04h] Tune
@50l 61127.63174.07224.43883 [1d,02h] Tune 00:00:01.2
[ 50U 00748.45840.34280.46821 [1d,02h) Tune
[ 50l 15940.01200.59252.11602 [1d,00h) Tune o
{8} Programs
[+ € Objects
(-2 Execution Plans 00:0000.4
@& Users
#-[E Machines 00:00:00.0
& !‘ Modules for 03 For 05 For 07 Por 09 for 11
[# g Actions
[+ @ Oracle Files &) Execution Counts Q
# & Host Users B
- g_ PLUSOLS 30000 I Executions
[
24000
18000
12000
6000

Il
s for 03 For 05 For 07 Apr 09 for 11 Aor 13 for 16 Por 17 for 19 Ffor 21 Hor 23 Por 25 for 27 For 29

[e<

Overall Activity (Summed)
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Q’";f,}‘g,,c., Dashboard Current [ Acth Objects At What-If Statistica SmarTune preciss
When examining SQL behavior over one day period, ]
[‘nme: 26-Apr-11 24:00 - 27-Apr-11 23:14 ||| 8h .
we can see that this SQL no longer run all day long.
inst1 Running on machinet Application is able to finish its work in a short time,  Toble View | Tree View
) then stops till next day. By that we manage to release A T
e 45 ot R a considerable amount of overload and 10 requests qQ
i s, (10N the Whole instance, disks and the machine itself. B ol Lock Wit

()-500 34986,05292.16432 64742 [08:52.09.8] Tune
(4500 09787 49171,18947.39102 [07:58:25.1) Tune
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Oracle is using the small new
index T1_MAXSEQ (16k blocks)
as the outer table of the nested
loop, and access the huge table
T1 in the inner loop, using Index

Range Scan on T1_5IX. Since
there is no need here to build the

inline view prior the join, oracle Index T1_MAXSEQ 1IX on

can now benefit from applying T1 MAXSEQ (ID, SEQ) has only 16k
i C o bopgkeyo ( d townurh o blocks (8k each).
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